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Abstract— This paper presents a middleware platform for managing devices that operate in heterogeneous 

environments. The proposed management framework supports terminal-controlled, preference-based access 
network selection. Two separate problems are identified in this domain: one involving the computation of 
optimal allocations of services to access networks and quality levels (service configuration), and one 
concerning the dynamic inference of the user’s preferences, according to the usage context (user profiling). 
This paper includes an approach to the definition, mathematical formulation and solution of both these 
problems. Indicative results of the proposed solution methods are presented in the context of a real-life 
scenario simulating a day in the life of an ordinary user.  

 
Index Terms— Access network selection, Bayesian inference techniques, user profiling, preference 

modelling 

1. Introduction 

The evolution of wireless communication systems over the past years demonstrates a clear 

trend towards architectures that will support multiple access technologies and types of terminals, 

capable of alternatively operating in the diverse radio segments available in the infrastructure 

([1]-[3]). These access technologies, Wireless Local Area Networks (WLANs, [4],[5]), third-

generation cellular systems ([6],[7]) and broadcast networks, such as Digital Video Broadcasting 

(DVB, [8]), will thus constitute cooperating components of a composite radio infrastructure, 

interconnected by a backbone (e.g. an IP-based fixed network) and jointly operated in an 

optimized fashion that will allow for an improved overall resource management. This trend is 

often referred to as ‘systems beyond 3G’ or ‘4G wireless systems’ and continues to attract 

notable research attention ([9]-[12]). 

A central issue related to the above is the design of suitable management frameworks, both for 

the terminal and the network, which will allow for seamless service provision, independently of 

the network the user is attached to. Thus, the latter will benefit from being able to access his 
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personal services anywhere and anytime. Another important aspect is the fact that the user will 

need to control the usage of the available networks, especially when this usage comes with a 

price. This involves a potentially complex decision-making process, which may be guided by 

policy management tools, with support from both the user devices and the networks, thus giving 

rise to the cardinal issue of optimally distributing intelligence between the network and the 

mobile terminal, in order to support seamless mobility and service provisioning ([13]-[15]). 

Another challenge emerging communication systems are faced with involves the ability to 

trace and exploit a broad collection of data that characterize the so-called usage context. By 

context, we refer to any information related to user tasks and experience (including surrounding 

conditions, user preferences and profile, historical data and other) that being available to the 

system for further processing can assist it in fulfilling its goals ([16]-[18]). User mobility creates 

situations where the user’s context is highly dynamic: interaction, execution and usage needs 

change frequently and rapidly. This implies that 4G middleware platforms must also provide a 

way for services and terminal settings to adapt appropriately to this constantly changing 

environment ([19]-[21]). 

Moreover, one of the main criteria that influence the terminal’s access selection process, in an 

environment with multiple available access technologies, involves the user’s preferences and 

profile, which may also be dependent on the usage context. For example, a user on a business 

trip may not consider cost to be an important issue in comparison to quality of service, but the 

same user may want to minimize cost in a leisure time situation ([22],[23]), thus influencing in 

different ways the process of selecting the most appropriate access network through which 

services should be obtained.  
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Hence, the goal in developing suitable middleware platforms for 4G systems proves to be 

twofold: not only does it lie in the seamless integration and the joint utilization of all available 

technologies for the provision of higher data rates, but also in the exploitation of a variety of 

contextual data for the development of innovative, personalized services. 

Accordingly, in the context of effectively managing wireless terminal operation in composite 

radio environments, two problems are identified: Intelligent Access Selection (IAS), involving 

the computation of optimal allocations of services to access networks and to quality levels ([25]-

[27]), given network availability and user preferences, and Modelling an Adaptation to User 

Preferences (MAUP), involving, firstly, the processing and ‘decoding’ of contextual information 

for determining the usage context, and, secondly, the automatic determination of the user’s 

preferences, according to the usage context and the set of services under investigation. This 

paper includes the formal definition and a potential solution to these problems. Their combined 

solution enables user terminals to be driven to allocations of services to access networks and 

quality levels that satisfy user preferences, in the order of priority specified by the usage context. 

In this paper, we argue that appropriate functionality for handling the IAS and MAUP 

problems, must be incorporated in a middleware platform at the mobile terminal, for enabling it 

to handle basic mobility management tasks, to support the applications in dealing with the 

dynamics and heterogeneity of the available access networks and to dynamically adapt to 

changing user preferences. The work of this paper is generic with respect to the wireless 

technologies included in the composite radio infrastructure, and also generic with respect to the 

modelling of the context space. This work can be the basis for further research in the area of 

developing efficient algorithms for service configuration, as well as in the area of preference 

modelling and dynamic user profiling. 
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The paper is structured as follows: Section 2 discusses the requirements and some basic design 

concepts for a terminal management architecture, Section 3 provides the high-level and the 

formal description of the IAS and MAUP problems, and Section 4 discusses solution approaches. 

Finally, Section 5 discusses implementation issues and indicative results of the proposed 

solution, and Section 6 concludes the paper.     

2. Requirements and design 

2.1. Requirements 

The most salient feature of evolving systems will be the multiplicity of access technologies and 

terminals, which will allow users to benefit from the realization of the always best connected 

(ABC) concept: being connected at any point in time to the best available access network. The 

latter is defined as the network that, currently, best suits the user’s needs, and may be a function 

of the user’s personal preferences, the operators’ policies and business agreements and the 

infrastructure’s available network resources ([3]). 

Besides, the enhanced capabilities of today’s terminals have introduced the idea of extending 

service intelligence from the network to the terminal. The trend of assigning more and more 

complex tasks to the user terminal is gaining ground ([14],[15],[24],[28]), since modern mobile 

phones constitute small – but increasingly powerful – terminals that are equipped with advanced 

operating systems (Windows Mobile, Symbian), that can run applications from different sources, 

that are configured with a standard IP stack to support the communication with other users and 

application servers over the Internet, that also incorporate a powerful CPU (typically, a 32-bit 

RISC CPU based on ARM-9 series, with clock speed varying from 104 MHz to 220 MHz), a 

relatively big colour screen (e.g., 240x320 screen resolution, with 18-bit colour depth, supporting 
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262,144 colours) and sufficient memory (internal dynamic memory of around 25 MB which can 

be extended by additional storage cards) to store and run additionally installed software, and that 

may, finally, be equipped with multiple network interfaces to enable network connectivity using 

different types of access networks (GSM, UMTS, WLAN).    

There are several arguments – both from a technical and a business viewpoint – for the 

terminal to incorporate functionality for performing access selection and user profiling: (i) The 

terminal is aware of the different access technologies in its neighbourhood: it knows which 

hardware interfaces it is equipped with and it can detect the availability of access networks in its 

physical surroundings. (ii) The terminal is aware of the applications that are already running on 

it, and can also specify which additional services it can support based on its capabilities (i.e., 

screen resolution, memory, etc.). (iii) In a heterogeneous environment, with multiple available 

access technologies, information about network availability can be highly dynamic. The mobile 

terminal is responsible for constantly monitoring access network availability and unavailability – 

as these are perceived by its network interfaces – and may thus acquire direct access to a wide 

range of network characteristics (signal strength, available bandwidth in nearby access points, 

etc.) Let it be noted that by ‘access point’ (AP) we shall refer to any available network 

attachment point available in the infrastructure. (iv) The user is in direct contact with his 

terminal, therefore his preferences can be stored in the mobile device easily and promptly. (v) 

The user can autonomously make decisions in his own best interest. 

In all, the efficient exploitation of the composite radio infrastructure calls for the development 

of an appropriate, sophisticated Terminal Management System (TMS), capable of: (i) Detecting 

available access networks; (ii) Receiving and processing measurements regarding the capabilities 

of available APs (e.g., supported technology, network operator, cost at which a service may be 
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provided at each quality level, etc); (iii) Accessing, modifying and storing the user profile; (iv) 

Allowing the user to dynamically redefine his preferences. That is, providing the user with a 

practical mechanism through which he will be able to specify which factor he considers to be the 

most important one in access network selection, which factor he considers to be second most 

important, and so on. Such factors may include the use of a preferred type of technology or a 

preferred network operator, the cost at which services at various quality levels are offered and 

the quality the user may demand to obtain for a specific service; (v) Alternatively, the terminal 

may incorporate an appropriate mechanism for adapting automatically to the user’s preferences, 

according to the identified usage context (e.g., business or leisure context). This implies the 

development of suitable functions for the detection and processing of various parameters that 

determine the usage context (e.g., time, location, type of service content, communicating 

counterpart, etc), and for automatically deducing the user’s preferences based on this contextual 

information; (vi) Optimally selecting allocations of services to access networks and to quality 

levels ([25]-[27]), by taking into consideration network availability, user preferences and 

requested and running services’ requirements, as well as activating and configuring the 

connections to appropriate APs; (vii) Supporting the applications in handing over the existing 

connections from one access network to another in a seamless manner. 

The TMS must be modelled for a modern, general-purpose operating system, running on a 

mobile terminal that may be continuously switched on ([28],[29]). Power management and 

power conservation issues are out of scope. 

2.2. Design 

Figure 1 illustrates the main components of the proposed TMS architecture, namely the 

Network Interface Adaptation Module (NIAM), the Mobility Management Module (MMM), and 
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the User Preferences Module (UPM), in the context of a generic B3G network infrastructure. 

These modules are examined in detail in the following paragraphs. The detailed description of 

network-side (as opposed to terminal-side) B3G components is out of scope. However, Section 

2.2.1 includes a brief discussion of requirements for external (i.e., network-side) entities. 

2.2.1. Adaptation to network drivers 

The NIAM is responsible for identifying the different interfaces present in the terminal, for 

monitoring their status, for collecting measurements from each interface and for executing the 

selection and de-selection of the appropriate interface. More specifically, the NIAM serves two 

purposes: (a) the connection and de-connection of the appropriate interface during the terminal’s 

power-up or during a handover, and (b) the retrieval of layer-2 measurements in the network 

interface. In all, the NIAM is able to provide the terminal with a list for each AP in its range, 

each list comprising information about the AP’s: (i) identifier, (ii) signal strength, (iii) type of 

technology, (iv) network operator, (v) available bandwidth, and (vi) cost at which it is able to 

provide each available service at each of the service’s permissible quality levels. This 

information is subsequently used by the MMM module, for actually selecting the most 

appropriate AP for each service. 

Although the first four types of information can be obtained in a straightforward manner, the 

retrieval of information concerning the available bandwidth and cost (types (v) and (vi)) requires 

the presence of additional entities at the network side. The two external entities needed are the 

Bandwidth Broker and the Cost Broker. The information flow between the NIAM and these two 

entities is depicted in Figure 2.  

The Bandwidth Broker is responsible for querying the APs in its proximity, in order to obtain 

estimations about the bandwidth availability of each one. The functionality of this entity follows 
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the paradigm of the Candidate Access Router Discovery protocol ([30]). Although the latter is 

intended solely for supporting the selection of (target) access routers during handoffs, the same 

mechanism can potentially be used for the purpose of IAS. The presence of network entities 

equipped with such functionality has already been proposed by the research community 

([31],[32]). 

The Cost Broker is responsible for providing information about the cost at which each network 

operator provides each specific service. This cost is expressed in monetary units per time or 

volume unit (i.e., seconds or KBs, respectively). Cost-related values depend not only on the 

network operator and the type of service, but also on the type of access technology used and the 

quality level offered. The Cost Broker’s role is to hold all this information in a single XML 

document, which is regularly updated by communicating with the network operators’ billing 

systems. Thus, the Cost Broker acts a central entity, which gathers cost-related information. At 

the terminal side, the NIAM is responsible for downloading the most recent version of the XML 

Costs File from the Cost Broker. As prices are not likely to change on a daily basis, this function 

needs not be performed frequently (e.g., only once per day). 

2.2.2. Service configuration 

Service configuration and access selection issues in 4G terminals may be considered to fall 

under the broad umbrella of ‘mobility management’ functions. Mobility management 

encompasses functions such as session continuity, which involves the ability to maintain a 

session when the ABC terminal moves between different access networks, session transfer, 

which involves the ability to maintain a session when the user moves between different devices, 

and user reachability, which involves the ability to reach a user at his current access network and 

device. Out of this group of problems, one of the most significant, both from a theoretical and a 
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technical perspective, is related to the processing of the terminal’s various connectivity options 

and the determination of the option that guarantees optimal service provision. 

This constitutes the short- to mid-term optimization problem previously identified as IAS, 

whose solution enables the selection of the appropriate access technology through which the 

terminal will receive each service efficiently in terms of quality and cost, in near real time. The 

solution to the IAS problem, therefore, consists of an optimal allocation of services to access 

networks and to quality levels. 

The MMM depicted in Figure 1 incorporates functionality for managing mobility both at the 

link layer (computation of optimal allocations to APs and quality levels, control of connection 

establishment and release at the network interface level) and at higher levels (IP layer handoff 

transparency, application control). The first aspect of mobility management is provided through 

the use of an algorithm that solves the IAS problem, while the second aspect may be provided 

through the incorporation of appropriate protocol solutions, such as Mobile IP ([33]-[36]) and 

SIP ([37]). That is, the assumption is made that the terminal implements the multihoming 

concept, the ability to simultaneously use multiple network interfaces, using different network 

addresses over each interface ([38]-[40]). These functions are presented in Figure 3. 

4G mobility management and service configuration has been addressed in a number of papers. 

Most address the problem of aggregate traffic (re)distribution in composite radio environments 

([11],[41]), while others discuss the development of management platforms for handling the 

mobile terminal’s access selection problem in a macroscopic scale ([12],[42],[43]). In most 

approaches, the computational load related to the terminals’ vertical handovers is assigned to the 

network’s central management unit, entailing potential overload and delay problems, while the 
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applications running on each terminal are not considered as individual handover objects, but are 

rather handled collectively. 

2.2.3. User profiling 

The UPM is responsible for storing, accessing and editing the user’s profile, and for addressing 

the MAUP problem. A system that considers usage context and service requirements shall 

provide appropriate prioritization of the parameters that may influence the access network 

selection process. This prioritization is equivalent to the specification of values for the different 

coefficients qw , ow , tw  and cw , which correspond to parameters ‘quality’, preferred ‘network 

operator’, preferred ‘technology type’ and ‘cost’ respectively, and represent the measure by 

which each one of these parameters is weighted in the access network selection algorithm. By 

‘preferred network operator’ we refer to a network operator, which the user specifies, and 

through which he would ‘prefer’ (by comparison to other operators) to be served, e.g. due to a 

prior favourable experience in dealing with this operator. For example, if the user chooses to 

specify that, at a given moment, ‘quality’ is for him the most important factor in access network 

selection, ‘technology type’ comes second, ‘cost’ comes third and last comes ‘network operator’, 

then the respective coefficients will be assigned values q t c ow w w w   . 

In this paper, we propose an approach to the MAUP problem based on a system that models 

user preferences and the causal relationships between them using Bayesian networks – directed 

acyclic graphs with network structures that encode conditional independence assertions about a 

set of variables ([44]-[46]). The goal of such a system is the prediction of the values of user 

preferences, every time the IAS function is initiated. This presupposes the development of 

appropriate mechanisms through which (Figure 4(a)): (i) The usage context is inferred, given 

contextual information (user location, time and date, application type being requested, terminal 
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type being used, content type being accessed – e.g., web page with business data, phone call to 

family, etc.); (ii) The user preferences are inferred, given usage context and service requests. 

Bayesian networks have proven to be valuable tools for encoding, learning and reasoning about 

probabilistic relationships, and once they have ‘learned’ the correct structure and parameters, 

they may support probabilistic inference of the user’s preferences ([22],[53]). 

3. Problem description 

3.1. Intelligent Access Selection 

3.1.1. High-level description 

The input to the IAS problem falls into three categories: (i) A set of measurements, reflecting 

the capabilities of available APs, as perceived by the mobile terminal. The information contained 

in these measurements has been specified in Section 2.2.1; (ii) The set of applications that are 

already running on the mobile terminal, the corresponding quality levels at which these 

applications are being provided, as well as the set of applications that the user is requesting to 

use; (iii) The set of user preferences, specifying the priority of the parameters ‘quality’, ‘network 

operator’, ‘technology type’ and ‘cost’.  

The solution of the IAS problem is the result of an optimization process that should produce 

the following results: (i) An allocation of services to quality levels; (ii) An allocation of services 

to APs. These allocations should optimize an objective function associated with the quality level 

and cost at which each service is provided, with the type of technology and the network operator 

through which this provision is effectuated, and with the importance the user allocates each of 

these factors, at a given time. 
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The constraints that the computed allocations have to satisfy fall into the following categories: 

(i) Each service must be allocated to a permissible quality level; (ii) The maximum quality level 

that the user defines for each service must not be violated; (iii) The user’s preferences must be 

taken under consideration in the order of priority that is specified in his profile. 

The algorithm for solving the IAS should be triggered in the following cases: (i) Whenever the 

user issues a service request; (ii) Whenever the user modifies his profile; (iii) Whenever serious 

signal degradation, or complete signal loss, from an AP that the terminal is connected to is 

detected. (iv) Whenever a new available AP ‘appears’ in the terminal’s neighbourhood. 

3.1.2. Formal description 

Let 1 2{ , ,..., },kS s s s k   be the set of both running and requested services at the mobile 

terminal, let 1 2{ , ,... },nP p p p n   be the set of APs that the terminal perceives and let 

, 1 2( ) { , ,... },p s mQ p q q q m   be the set of quality levels at which AP p , p P , may offer 

service s , s S . The size of set ,p sQ  depends on both the bandwidth capabilities of AP p  and 

the type (specific characteristics) of service s . 

We aim to compute allocations of services  

 To quality levels: we denote this allocation as { ( ) | }S QLA ql s s S     

 To APs: we denote this allocation as { ( ) | }S APA ap s s S     

These allocations should optimize the objective function  

'

( , ) ( ) ( ) ( , , ) '( , , ')S QL S AP s s

s S s s

OF A A x q y p F p q s F p q s 

 

 
    

 
    (1) 

where ( , , ) ( , ) ( ) ( ) ( , , )q Q t T o O c CF p q s w F p s w F p w F p w F p q s        , 

'( , , ') ' ( , ') ( ) ( ) ( , , ')q Q t T o O c CF p q s w F p s w F p w F p w F p q s         and 

' ( , ') ( ( ) ( , ))Q AvF p s f BW p BW s q  , subject to: 
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( )

( ) 1s

q Q p

x q


 , s S    (2) 

( ) 1s

p P

y p


 , s S     (3) 

,( ) s maxql s ql , s S    (4) 

and 0( , )OF P  . 

Relation (1) expresses the objective of finding allocations S QLA   and S APA   that optimize an 

objective function, associated with the satisfaction of user preferences, in the order that these are 

specified in his profile. Variables ( )sx q  and ( )sy p  take the value 1 in case service s  is assigned 

to quality level q  and to AP p , correspondingly. 

Coefficients qw , ow , tw , cw  correspond to the user’s preference for (high) quality, a specific 

network operator, a specific type of technology and (low) cost respectively.  

Factor ( , )QF p s  expresses the quality level at which AP p  offers service s , and is a function 

both of the available bandwidth of p  ( ( )AvBW p ), and also of the perceived signal strength from 

point p  ( ( )SS p ). More specifically, ( , )QF p s  takes into account the maximum quality level 

supported by ( )AvBW p  and a multiplication factor which is a function of ( )SS p . Thus, high 

bandwidth availability and strong signal strength are jointly evaluated for determining ( , )QF p s .     

Factors ( )TF p  and ( )OF p  correspond to the network operator and the type of technology that 

characterize point p . In case the candidate AP p  belongs to the preferred operator and/or 

supports the preferred technology, it is granted a ‘bonus’, whose value is proportional to the 

difference: ( , ) ( , , )Q CF p s F p q s . 

Factor ( , , )CF p q s  expresses the cost at which AP p  offers service s  at quality level q . 
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Factor '( , , ')F p q s  expresses the fact that every allocation of another service 's  must take 

under consideration the reduced (by ( , )BW s q , which corresponds to the bandwidth allocated to 

service s  at quality level q ) bandwidth that characterizes factor ' ( , ')QF p s . 

Constraints (2) and (3) guarantee that every service s  is allocated to one quality level q  and to 

one AP p . Finally, relation (4) ensures that the user’s constraint regarding the maximum 

allowed quality level for each service will be respected. 

We also note that the proposed objective function is scalable with respect to the factors that 

may be taken into account for selecting the most appropriate allocations S QLA   and S APA  . An 

interesting extension of the function defined in (1) involves the incorporation of an additional 

coefficient - factor pair corresponding to the security level provided by each AP under 

consideration: ( )s Sw F p . Each AP’s security level may be classified in a predefined scale, e.g. 

poor-average-good, and be made available to the terminal through similar procedures as those 

supporting the availability of the other elements in (1). 

3.2. Modelling and Adaptation to User Preferences 

3.2.1. High-level description 

We propose the construction of a two-level Bayesian meta-network (based on an approach 

presented in [22]) (Figure 4(b)), where the division of the MAUP problem in – initially – two 

separate stages is apparent: first, inference of usage context and, second, inference of user profile 

parameters. This structure assumes that the interoperability between the component networks (on 

the contextual and predictive levels) can also be modelled by another Bayesian network. Thus, 



 15

probability distributions associated with nodes on the predictive level depend on probability 

distributions associated with nodes on the contextual level. 

The MAUP solution proposed herein modifies and extends the approach introduced in [22] 

according to the following points: (i) It employs a modified predictive level, which is better-

suited for a generic access selection optimization process; (ii) An actual terminal-side Java-based 

implementation is provided (which is crucial for validating the feasibility of such a solution on 

resource-constrained mobile terminals); (iii) A probabilistic neural network is used for learning 

the parameters of the network. This approach fully automates the learning process – only some 

initial training input is required – since no user confirmation/intervention is needed thereafter. 

The following subsections discuss the three separate stages in which the MAUP problem is 

dealt with. 

3.2.1.1. Stage 1: Inference of usage context 

The Bayesian network of the second level (contextual level - Figure 4(b)) consists of four 

nodes: one for the user’s location ( L ), one for the time of day (T ), one for the session’s 

communicating counterpart (CP ) (predictive attributes), and one for the usage context (C ) 

(target attribute). Each node represents a random variable. The knowledge of the conditional 

probability distribution for all four variables and the application of basic Bayesian inference 

rules lead to the determination of the most probable value of variable C , given the values of 

variables T , L  and CP . 

3.2.1.2. Stage 2: Inference of profile parameters 

The Bayesian network of the first level (predictive level - Figure 4(b)) consists of five nodes: 

one for service ( S ) (predictive attribute), and four more, one for each of the coefficients qw , 

ow , tw  and cw  (target attributes). 
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The value of variable C , derived following reasoning on the second level of the Bayesian 

meta-network, influences the way in which the values of qw , ow , tw , cw  depend on the value of 

variable S . Knowledge of the respective conditional probability distributions and the application 

of basic Bayesian inference rules lead to the determination of the most probable values of iw , 

given the values of variables C  and S . 

3.2.1.3. Stage 3: Learning and adaptation 

The values of qw , ow , tw  and cw  that are computed, following reasoning on the first level of 

the Bayesian meta-network, are used in turn as input to the IAS problem. The decision 

(allocation) that is reached based on this input may or may not satisfy the user’s needs, given the 

fact that his preferences were automatically defined, without his interference. Therefore, the 

ultimate goal is the training of the proposed network, in order to render it capable of accurately 

and independently predicting the user’s preferences. This implies the development of an 

appropriate algorithm for the adjustment of the CPTs, according to the system’s initial success or 

failure in accurately predicting the values of qw , ow , tw  and cw . 

This process involves the use of an appropriate training set, provided to the system by the user 

and comprising examples of his priorities in some situations. Our goal, therefore, is to extract 

knowledge about user preferences in any context, given his preferences in some instances of 

context. An underlying assumption we make, throughout our discussion of the MAUP problem, 

is the fact that the user’s behaviour and preferences are not randomly decided upon, but rather 

comply with some implicit logic, which we are trying to approximate. 

3.2.2. Formal description 

The following subsections provide the formal description of the MAUP problem. 
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3.2.2.1. Inference of usage context 

Let t , l , and cp  be the known values of random variables T , L  and CP . We seek to 

determine the value c  of random variable C  for which the following probability is maximized: 

( | , , )P C c T t L l CP cp     

If we assume that random variable T  has timen  mutually exclusive and discrete states, variable 

L  has .locn  and variable CP  has /c pn  discrete states, then a 4-dimensional table is required, 

where for every context state iC  the value of the aforementioned conditional probability will be 

given for every one of the . /time loc c pn n n   possible combinations of the other variables. 

3.2.2.2. Inference of profile parameters 

Let s  and c  be the known values of variables S  and C . We seek to determine the values of 

coefficients qw , ow , tw  και cw  – let a , b , c , d  be these values – for which the following 

probability is maximized: ( , , , | )q c t oP w a w b w c w d S s      

It holds that: 
( , , , , )

( , , , | )
( )

q c t o
q c t o

P w w w w S
P w w w w S

P S
 , and according to the independence 

relationships encoded in the structure of Figure 4(b) (predictive level):   

( , , , , ) ( ) ( | ) ( | ) ( | ) ( | )q c t o o t c qP w w w w S P S P w S P w S P w S P w S      

Hence: 
( , , , | )

( | ) ( | ) ( | ) ( | )

q c t o

o t c q

P w a w b w c w d S s

P w a S s P w b S s P w c S s P w d S s

     
          

 

and the computation of ( , , , | )q c t oP w w w w S  reduces to the computation of the product of partial 

conditional probabilities, which result from tables of the format of Table 1 (for , , ,i q c t o , and 

for every possible value of variable C ). 
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3.2.2.3. Model learning and adaptation 

The estimate of values for qw , ow , tw  and cw  that is produced by the system is subsequently 

used as input to the IAS optimization problem. The algorithm that solves this problem computes 

some allocations (of services to quality levels and APs) which are subjected to the user for his 

approval or rejection, with the following interpretations: (i) User approval: the system was 

successful in predicting his preferences, for the given context and service. (ii) User rejection: the 

system was not successful in predicting his preferences, for the given context and service. 

This process results in the formation of a training set through which the Bayesian network will 

be ‘trained’ to accurately predict the user’s preferences. In general, learning Bayesian networks 

(BNs) from data involves two aspects: learning network structure and learning network 

parameters. There are different ways to view a BN, each suggesting a particular approach to 

learning ([47]): For example, a BN may be considered to be a structure that encodes the joint 

distribution of attributes. This suggests that the best BN is the one that best fits the data, and 

leads to the scoring-based learning algorithms, which seek a structure that maximizes some kind 

of scoring function ([46],[48]). Alternatively, the BN structure may be considered to encode a 

group of conditional independence relationships among the nodes, according to the concept of d-

separation ([44]). This suggests learning the BN structure by identifying the conditional 

independence relationships among the nodes. These algorithms are referred to as CI-based 

algorithms or constraint-based algorithms ([49],[50]). 

The problem of identifying a Bayesian network (among those where each node has at most a 

given number of parents) that has a relative posterior probability greater than a given constant is 

NP-complete ([51],[52]). In this paper, we make a reasonable assumption about the structure of 
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the Bayesian network that best describes our model, and seek efficient algorithms for learning 

the network’s parameters (values of CPTs). 

The training, or ‘learning’, of the Bayesian network can be achieved using a variety of different 

methods, such as linear regression ([54]-[57]), probabilistic neural networks ([58]-[61]) and 

probabilistic decision trees ([62],[63]). 

4. Problem solution 

4.1. IAS 

This section discusses computationally efficient solutions for the IAS problem. Since the 

determination of the optimal problem solution requires a significant amount of computations, the 

design of an efficient algorithm that may provide near-optimal solutions in reasonable time is 

necessary. Several approaches towards this issue have been studied ([64],[65]). In this paper, we 

rely on the greedy algorithm paradigm ([66]) for the development of a faster approach. 

The algorithm runs in three main phases. The first phase (steps 0 and 1), called Input Retrieval 

and Initial Processing (IRIP), generates the list of candidate APs and detects the user’s 

preferences for each service. The second phase (step 2), called Computation of Service 

Allocations (CSA), generates different feasible allocations of services and evaluates each of 

them. The third phase (step 3), called Selection of Aggregate Solution (SAS), finds the aggregate 

solution that has the highest objective function value. 

 Step 0: The measurements reflecting the current network conditions, i.e. APs’ availability 

and bandwidth, signal strength, etc., are retrieved through the NIAM, and processed, so as to 

construct the complete list P  of APs operating in the terminal’s neighbourhood. 
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 Step 1: The list of all running/requested services is used, in combination with contextual 

information available, in order to automatically resolve the user’s preferences. Thus, for each 

service, the corresponding context type is decided and, thereby, the coefficients qw , ow , tw  

and cw , are calculated.  

 Step 2: All possible permutations of set S  are determined, and for each permutation the 

following steps are executed:  

o Step 2(a): The permutation’s first element is retrieved. 

o Step 2(b): Let s  be the current service element. For each AP p P , the quality levels at 

which AP p  is able to provide service s  are calculated. This is accomplished by 

comparing ( )AvBW p  with the bandwidth requirements of each permissible quality level 

of service s , and then adjusting for ( )SS p . Thus, a list of allocation choices is produced 

for service s , each allocation choice consisting of two parameters: an AP and a quality 

level at which service s  may be provided.  

o Step 2(c): For each allocation choice specified in Step 2(b), the value of ( , , )F p q s  

(relation (2)) is calculated. The allocation choice that produces the maximum value is 

selected, and the maximum value is added to the overall ‘grade’ of the permutation under 

consideration. 

o Step 2(d): The bandwidth of the AP that was selected as part of the optimum allocation 

choice is modified: it is reduced by the bandwidth required for the allocation of service s  

determined in Step 2(c). 

o Step 2(e): The next element of the current permutation is retrieved and the solution 

process jumps back to Step 2(b). 
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 Step 3: The optimum solution of allocating the set of running and requested services to APs 

and quality levels is selected, by determining the permutation that corresponds to the 

maximum aggregate ‘grade’. 

 Step 4: End. 

Let m  be the number of services that are running or have been requested at the mobile 

terminal (equivalent to size of set S ), n  the number of APs in the terminal’s neighborhood 

(equivalent to size of set P ), and   the overall maximum number of quality levels, regardless of 

the service and AP in question. Then, the complexity of the above-presented algorithm is 

   1 !O n m   , in the worst case. 

Although this complexity may seem significant, due to the presence of the factorial  1 !m  , it 

should be noted that, on one hand, in small portable devices, such as mobile phones or smart-

phones, there are usually no more than three or four services running simultaneously, while, on 

the other hand, more advanced devices, such as notebooks, can easily handle the computational 

load. 

It is worth mentioning that the efficiency of this algorithm can be further enhanced by the 

parallelized execution of Step 2 for all possible permutations of the service list. It is also possible 

to achieve a more balanced approach by executing the aforementioned algorithm only in the case 

of the appearance or disappearance of APs, whereas requests for new services may trigger an 

even ‘greedier’ algorithm, which would compute the best allocation for the newly requested 

service alone, without trying to reallocate the already running services. Such an approach would 

significantly reduce the computational load. 
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4.2. MAUP 

In this paper, we propose the construction of a probabilistic neural network (PNN) that uses the 

training set as a reference for the appropriate adjustment of the values stored in the Bayesian 

network’s CPTs. This process is depicted in Figure 5(a). 

The PNN receives as input a new allocation element computed by the system: given C c  and 

S s  and for qw a , ow b , tw c , cw d  designated by the solution of the Bayesian 

network, it performs the following tasks: (i) It assesses the similarity of the new instance (C c , 

S s , qw a , ow b , tw c , cw d ) to the patterns stored in the training set (pattern layer 

neurons functionality). (ii) It produces a probability vector, comprising classification 

probabilities to each class: 1 ' 'k accept , 2 ' 'k reject  (summation layer neurons functionality). 

(iii) It selects the maximum of these probabilities, using the Bayes-optimal decision rule (output 

layer neuron functionality). The architecture of the employed PNN is drawn in Figure 5(b). 

The PNN’s output is subsequently used for the reinforcement or the diminishment of the 

conditional probabilities ( | )i CP w S  in the corresponding CPTs, in the case of classification of the 

system’s decision into class 1k  or 2k  respectively. This correction of the ( | )i CP w S  values is 

realized by applying Bayes’ theorem, which allows the expression of the posterior probability 

that variable iw  may obtain a specific value given the newly performed classification, using 

prior probability ( | )i CP w S  and the probability of performing this classification given the value 

of iw  (class-conditional probability):  

( | ( | ) ) ( | )
(( | ) | )

( )

j i C i C
i C j

j

P k w S P w S
P w S k

P k


  

where ( ) ( | ( | ) ) ( | ) ( | ( | ) ) ( ( | ) )j j i C i C j i C i CP k P k w S P w S P k w S P w S       is a normalizing factor, 

which can be computed by requiring that (( | ) | )i C jP w S k  and ( ( | ) | )i C jP w S k  sum to 1. 
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5. Implementation and evaluation 

5.1. Implementation 

A Java-based implementation of the TMS discussed in this paper has been completed. The 

Java-based implementation relies on the Java 2 Micro Edition (J2ME) platform, and is targeted 

for terminal devices supporting the Connected Limited Device Configuration (CLDC) v1.1, and 

the Mobile Information Device Profile (MIDP) v2.0 (these devices constitute the large majority 

of Java-enabled terminal devices). J2ME is ideal for terminal devices that are resource-

constrained, such as mobile phones, and is supported by the mass-market. 

The implementation of the external entities, namely the Bandwidth Broker and the Cost 

Broker, is based on the Java 2 Enterprise Edition (J2EE) v1.4 platform. For simulation purposes, 

the information provided by the Bandwidth Broker does not originate from actual interactions 

with APs, but is rather randomly generated following some scenario guidelines. The 

communication between the TMS and the Brokers is realized through Web Services, using the 

Simple Object Access Protocol (SOAP) over HTTP. 

Figure 6 illustrates the typical sequence diagram that is followed whenever the MMM is 

triggered to perform the IAS function (the triggering cases have been discussed in Section 3.1.1). 

The components of the TMS have been implemented as separate Java-class objects. NIAM also 

runs in a separate thread. Signalling between the components of the TMS follows the familiar 

listener model, which is widely employed in several Java APIs, in order to enable objects to 

listen for specific events. 

Initially, as illustrated in Figure 6, the MMM makes a request for measurements to the NIAM. 

The latter forms the list of the APs that are currently in the terminal’s neighbourhood, then 

communicates with the Bandwidth Broker, in order to retrieve an estimate of the bandwidth 
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availability of each AP in the list. The composed set of measurements is then relayed to the 

MMM. The next step is the retrieval of the running services, which can normally be 

accomplished through a system call to the terminal’s native OS. For each of the running services, 

the corresponding profile parameters must be obtained. For this purpose, for each running 

service an appropriate request to the UPM is formed, the response to which is generated after the 

completion of three stages (Inference of usage context, Inference of profile parameters, and 

PNN). After this step, all required input is available so as to execute the IAS function. 

5.2. Evaluation 

The scenario presented herein simulates a typical day in the life of an ordinary user X. We 

consider two usage contexts (business and leisure) and three services (voice call, video streaming 

and web browsing). A high-level description of user X’s preferences is given in  

Table 2. The user has specified ‘Oper#1’ as his preferred operator and WLAN as his preferred 

technology for video streaming and voice call. The lowest quality level for each of the above-

mentioned services is level ‘1’, while the highest one is level ‘5’.  

On the basis of these preferences, the user provides some ‘accept’ or ‘reject’ answers to sample 

configurations of qw , ow , tw , cw  (
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Table 3). Specifically, the user answers one pair of questions for each available service. The first 

question (configuration) of each pair is randomly generated, while the second one is 

appropriately selected so as to significantly differ from the first one. We also note that ‘Q’ stands 

for quality, ‘C’ for cost, ‘O’ for network operator and ‘T’ for technology, and that coefficients 

qw , ow , tw  and cw   are assigned values 0.8, 0.6, 0.4 and 0.2, according to their prioritization as 

first, second, third and fourth. 

These answers constitute the training set, based on which the system is trained to accurately 

and independently predict the user’s preferences. It should be noted that we assume X to be an 

average user, without any specific knowledge of the factors he is trying to prioritize. Thus, it is 

possible that X answers a question incorrectly (with respect to the underlying preferences 

initially considered), or gives contradictory answers. The system tries to smooth out these 

contradictions and determine what the user actually has in mind, and is still able to predict his 

preferences, even if he accepts or rejects both of the proposed configurations, or even if he 

provides answers for less than two questions per service and per context.  

In the following, every step of the scenario, along with the corresponding allocations of 

services to networks and quality levels, are described in more detail. Figure 7 illustrates network 

coverage in each step of the scenario. For every available AP, its access technology, network 

operator, signal strength and available bandwidth are indicated. 

(a) Morning, at home: X initiates a web browsing service and visits a sport news web site, 

while at home (Table 4). At first, the TMS determines the usage context. Based on current 

location (home), time (morning) and communicating counterpart (sports web page), context is 

defined as ‘leisure’. Then, the system successfully predicts X’s preferences for the specified 

context and service. ‘Cost’ is deemed more important than ‘quality’, and ‘technology’ more 
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important than ‘operator’. Thus, the WLAN AP is selected in this case, in combination with the 

lowest quality level, as this is the most cost-effective solution. This decision is also reinforced by 

the fact that WLAN is the preferred technology type. 

(b) Morning, en route to work: X initiates a voice call to a colleague, while en route. The 

web browsing session initiated in step (a) is still ongoing (Table 4). For the voice call service, the 

usage context type is defined as ‘business’ and thus ‘quality’ is more important than ‘cost’ and, 

consequently, a UMTS AP and quality level ‘5’ are selected. For the web browsing service, the 

same AP and quality level ‘4’ are selected. The selected AP (UMTS #1) also belongs to the 

preferred operator. 

(c) Noon, at work: X initiates a video streaming service, while at work. After terminating this 

service, he makes a voice call and initiates a web browsing session (Table 4). For video 

streaming, the DVB AP is selected, as it is able to provide the maximum quality level, due to its 

high available bandwidth. This AP is also characterized by strong signal. In contrast, voice call 

and web browsing are allocated to the WLAN AP and delivered at the minimum quality level, as 

their usage context is defined as ‘leisure’. 

It should be noted at this point that the user’s preferences where web browsing in leisure 

context is concerned, have already been determined and cached in phase (a), so there is no need 

for re-evaluation. The system’s ability to cache already determined user preferences for a 

particular service and context further reduces the computational load. 

(d) Evening, at home: X initiates a web browsing session, while at home, visiting his 

corporate web site (Table 4). Web browsing is allocated to the WLAN AP and to the maximum 

quality level, as its usage context is ‘business’. The WLAN AP is able to provide the maximum 

quality level. The decision is also reinforced by the fact that WLAN is the preferred technology. 
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An interesting point involves the comparison of the proposed IAS algorithm to the simplest 

available and widely adopted scheme, according to which the selection of a new AP whose 

signal strength indication surpasses the currently selected AP’s signal strength indication, by a 

certain threshold for a certain amount of time, is favored. This method shall be referred to as Best 

Signal Strength (BSS). 

 

Table 5 depicts the service allocations (to APs and quality levels) computed by the IAS 

algorithm and by the BSS method, in each scenario step. In the chart depicted in Figure 8, the y-

axis represents the aggregate utility volume U  of each step allocation, computed using both the 

IAS algorithm and the BSS method. Utility is a term in economics ([67]), defined as the 

aggregate sum of satisfaction or benefit that the user gains from the consumption of goods or 

services. Utility is an abstract concept rather than a concrete, observable quantity, but is 

nevertheless a very useful tool for analyzing consumer choices and behavior ([68],[69]). In fact, 

the objective function ( , )OF p q  defined in Section 3 may be interpreted as a measure of the 

user’s benefit from each service allocation, and is used for computing utility volumes in each 

scenario step. The comparison depicted graphically herein renders apparent the benefits of the 

IAS algorithm in service configuration and access selection: there is a clear trend in maximizing 

the overall level of quality delivered to the user and in raising the utility associated with service 

usage. 

Another interesting point involves the comparison of the proposed ‘Bayesian’ approach for 

determining user preferences with a simple rule-based system, which encodes user preferences in 

different contexts as rules. This comparison is at the core of a broader academic discussion 

involving the most appropriate method for representing knowledge in machine learning 
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problems. In general, it has been suggested that the main advantage of rule-based representations 

is their modularity, and their relatively simple inference procedures ([70],[71]). On the other 

hand, it is argued that rule-based methodologies impose strong restrictions on the kinds of 

dependencies that can be adequately represented, and that the implicit nature of the assumptions 

they incorporate have contributed to a ‘myth’ regarding their scalability ([72],[73]). In the simple 

scenario that we are investigating in this paper, where the user’s profile comprises only four 

parameters, we cannot provide a definitive answer as to the clear advantage of using the 

proposed probabilistic model instead of a well-formulated rule-based system. We conjecture, 

however, that even the best rule-based system’s ability to accurately predict the user’s 

preferences is exhausted in similar, simple cases of causal relationships between variables, and 

the extension of the set of rules so as to include more dependencies is disproportionately 

difficult. In contrast, our proposed approach is easily extendible to any number of profile 

parameters, without entailing a severe computational load. 

6. Conclusions and future work 

This paper analyzed two main problems identified in the domain of wireless terminal operation 

within fourth-generation, heterogeneous networks: one involving the optimal configuration of 

services received at the mobile terminal and the management of user requests for new services; 

and one involving the exploitation of contextual information for the purpose of determining the 

user’s profile. These two problems, the IAS and the MAUP respectively, were defined, 

mathematically formulated and solved. More specifically, the IAS problem was formally 

described and solved using a greedy algorithm for computing optimal (or near-optimal) service 

allocations in real-time. The MAUP problem was approached by constructing an appropriate 
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probabilistic model. In this context, the formal description of the parameter-learning problem in 

this model was given, and a solution that uses a probabilistic neural network was proposed. 

Furthermore, implementation issues concerning the integration of the proposed solutions into 

an appropriate management platform were also discussed: the architectural ‘blueprints’ of the 

implemented terminal management system were provided, including details on the programming 

language and development platform used. The signalling and information flow, both internal 

(among the system’s components) and external (communication with external entities) was also 

described. Finally, the proposed solutions were tested in the context of a simple service-usage 

and mobility scenario simulating the activities of an ordinary user. 

The work presented in this paper is being extended in the following direction: we are exploring 

approaches to the problem of learning the structure of the Bayesian network in the predictive 

level, i.e. using the training set provided by the user to learn the causal relationships between the 

random variables T , L , CP  and S , for different contexts. More specifically, this problem 

involves the evaluation of the goodness-of-fit of different network structures to the available 

data, and the use of a search algorithm which identifies network structures with high evaluations. 

We believe this work may provide the basis for more complex context-aware service 

configuration procedures, which may take into account a variety of factors possibly influencing 

access selection, and which may consequently exploit a very sophisticated user profile. We 

believe that this growing complexity may be efficiently tackled using probabilistic user-profiling 

approaches, similar to the one discussed in this paper. 
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Figure 1. The proposed TMS architecture in the context of a typical B3G network infrastructure  
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Figure 2. Information flows between the NIAM and the Bandwidth and Cost Brokers 
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Figure 3. Mobility management at the mobile terminal 
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Figure 4. (a) Profile handling at the mobile terminal; (b) A Bayesian meta-network for modelling user 
preferences 
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Figure 5. (a) Use of a neural network for the training of the system; (b) Probabilistic neural network 
architecture 
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Figure 6.Typical sequence diagram 
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Figure 7. Network coverage in scenario 
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Best Signal Strength (BSS) vs Intelligent Access Selection (IAS)
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Figure 8. Utility computed for the voice call and video streaming services 

 

Table 1. Example of a conditional probability table 

 S = S1 S = … S = Sn 

wi = a 1( | )iP w a S S   … ( | )i nP w a S S   

wi = b 1( | )iP w b S S   … 1( | )iP w b S S   

wi = c 1( | )iP w c S S   … 1( | )iP w c S S   

wi = d 1( | )iP w d S S   … 1( | )iP w d S S   

 

 

Table 2. User preferences (implicit) 

 Leisure context Business context 
General Preferences ‘cost’ is more important than ‘quality’ ‘quality’ is more important than ‘cost’ 
Voice Call - - 
Video Streaming ‘technology’ is more important than ‘operator’ ‘operator’ is more important than ‘technology’ 
Web Browsing ‘technology’ is more important than ‘operator’ ‘operator’ is more important than ‘technology’ 
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Table 3. User’s answers to randomly selected questions 

Context Service 
Accept Reject 

Q C O T Q C O T 

Leisure 

Voice call 4 1 3 2 1 4 2 3 

Video streaming 4 1 2 3 2 4 1 3 

Web browsing 4 2 3 1 1 3 4 2 

Business 

Voice call 1 4 2 3 4 1 2 3 

Video streaming 2 4 1 3 3 1 4 2 

Web browsing 3 4 1 2 4 1 2 3 

 
 

Table 4. Allocations selected per scenario phase 

Scenario 
step 

Service Context 
Prioritization Allocation 
Q C O T Tech. Oper. QoS 

(a) Web browsing Leisure 4 2 3 1 WLAN #3 1 

(b) 
Voice call Business 1 4 3 2 UMTS #1 5 

Web browsing Leisure 4 2 3 1 UMTS #1 4 

(c) 
Video streaming Business 2 4 1 3 DVB #4 5 

Voice call Leisure 4 1 3 2 WLAN #3 1 
Web browsing Leisure 4 2 3 1 WLAN #3 1 

(d) Web browsing Business 3 4 1 2 WLAN #3 5 

 

 

Table 5. IAS and BSS service configurations in scenario 

Scenario  
step 

Service 
IAS BSS 

AP 
name 

QoS 
level 

AP 
name 

QoS 
level 

(a) Web Browsing WLAN #3 1 GSM #2 1 

(b) 
Voice Call UMTS #1 5 UMTS #3 5 

Web Browsing UMTS #1 4 UMTS #3 4 

(c) 

Video Streaming DVB #4 5 UMTS #1 3 

Voice Call WLAN #3 1 UMTS #1 1 

Web Browsing WLAN #3 1 UMTS #1 1 

(d) Web Browsing WLAN #3 5 GSM #2 3 
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